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Abstract— The development of digital communication with increased bandwidths and support of various protocols that allow
streaming of multimedia data on mobile devices have created the need to manage and access the multimedia content from
mobile devices. A few mobile applications have been developed which readily enable streaming of multimedia files on mobile
phones. There are several issues that need to be handled in the process. The paper talks about the critical issues and presents
essential concepts with respect to application development for streaming content to a mobile device. It  provides a comparison
between protocols and audio formats. A system for streaming audio has been proposed exploring various aspects of streaming.

Index Terms— Audio Formats, Interleaving, Mobile, Multimedia, Progressive Streaming, Protocols, Streaming Server.
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1  INTRODUCTION
Today, the mobile devices do not depend only on net-
work service providers for wireless network access. With
support for secondary wireless channels such as IEEE
802.11 or Bluetooth, the devices are able to exchange data
with a larger bandwidth and speed. The availability of
the secondary channels reduces the cost the user may
have to pay compared to the cost when the device is con-
nected to a network over 3G or GPRS. Not only that but
the processing power, the battery life and the memory
capacities have been improved to a great extent, making
the mobile device and PDAs capable of handling conti-
nuous streams.

Understanding Downloading and Streaming
In general, audio content can be delivered over a network
in two ways:
1. The  audio  file  can  be  downloaded  and  then  played

from the local hard disk of the client.
2. The audio content can be streamed from the server to

the client who decodes the received packets in real
time, displays the content immediately.

We will discuss the advantages and disadvantages of
both the methods in brief.

Advantages of downloading:
Downloading works with any data rate and allows
any audio quality one wants to offer.
The file is transmitted error-free thus no quality reduc-
tion occurs during transmission.
The download results in permanent storage of the da-
ta. This can be reused as per the demand.

Disadvantages of downloading:
Download times are extremely long if high audio
quality is provided over a low-bandwidth network.
For example, a five-minute-long music clip encoded
with 128kbps may take more than 20 minutes to
download over a typical private Internet access with
an effective long-term bandwidth of 20kbps. To reduce
download times, audio quality must be reduced.

The user has to load the complete file before he can
listen to any part of it. He cannot preview the file to
decide whether he is interested in the content.
There is no possibility to provide a “live” service as re-
broadcasting a radio program into the network simul-
taneously with e.g. the terrestrial broadcast.

Advantages of streaming
The user can listen to the content immediately after he
has demanded for it.
He can seek to any time frame and listen to that part of
the audio content without waiting for the whole file to
download.
It is possible to provide ‘‘live’’ services by encoding
the audio signal in real time and sending the resulting
audio data stream immediately to the client.

Disadvantages of streaming:
To stream real time audio data, the transmission line
has to provide the full bandwidth of the stream during
the whole transmission period. This imposes a limit on
the bandwidth and hence the quality of the audio
stream.
The transmitted stream is very sensitive to network
load which may cause lost or delayed data packets.
This leads to drop-outs in the client audio output.
To process the required flow control, additional server
software (a “streaming server”) is needed.

In particular, if the client on the network has limited
memory, eg a mobile device, then the choosing one of the
above two methods make a lot of difference with respect
to cost and user experience. For such devices, due to their
limited  memory  downloading  the  entire  file  may  not  be
feasible. Streaming on the other hand, forms a better solu-
tion, which can be implemented by flushing the unused
memory time to time.           It has to be considered that
the main advantage of downloading, the possible high
audio  quality  even  over  low  bandwidth  networks,  is
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compensated in practical use by the required high down-
load times.

The drawbacks of streaming, however, can be reduced
by dynamically adapting the amount of transmitted data
to the actual capacity of the network connection. To do
this, the audio data must either be stored in a format that
allows dropping parts of the data resulting in a “graceful
degradation” or they must be stored in different formats
that the server can choose the format best suited for the
bandwidth of a given connection.

As far as audio applications on mobile phones are
concerned downloading is not a viable option because
mobile phones do not have enough memory to download
audio data and then play it. Therefore streaming is the
only option for mobile phones.

2  COMPARISON OF PROTOCOLS

2.1 HTTP (Windows Media Services HTTP Streaming
Protocol Extensions)
HTTP Streaming Protocol Extensions are Microsoft Media
Server (MMS) streaming which is tunneled through
HTTP. HTTP has following features:

HTTP supports TCP because it uses HTTP for all data
transmission. It never loses packets. If the network is un-
reliable, your client will stop and start buffering all over
again and fall behind. This means a video being streamed
will suffer unwanted delays if it is streamed using HTTP.
There will be no loss of frames but this losslessness inot
intended in streaming.

The advantage is that error correction is already taken
care of. So, there is no additional overhead. Also, the
firewalls  do not block HTTP. Again,  the number of  mes-
sages that are sent by HTTP are lesser than that of RTSP.
E.g. HTTP streaming can be  started with two GET re-
quests whereas, RTSP will require at least six messages to
do the same task.

RTSP requests are sent over the single TCP connection
but HTTP requests require different TCP connections.
This means more three way handshakes.

Modes:
Simple mode:
It requires two HTTP connections when the streaming is
started. Again, whenever the client pauses, resumes or
seeks, one more connection is needed. Load balancing in
such a scenario is a problem as each of these connections
might be sent to a different server. Streaming protocol is
considered to be stateful. It must have a consistent con-
nection to one server. This mode can cause erros while
streaming when content is received through a load ba-
lancer.
Pipelined mode:

This mode uses the HTTP 1.1 pipelining feature. It send
all requests on a single connection. This can reduce the
problem of load balancer that occurs with simple mode
but cannot totally eliminate it. But, most of the HTTP
proxy servers do not support this kind of pipelining, in
which case, the simple mode is used by the application
that does not involve pipelining.

2.2 Real Time Streaming Protocol

RTSP has the following features:
Packets in RTSP have a choice between TCP and

UDP. If packet loss is not an issue, UDP can be used for
streaming as it has less overhead compared to TCP.

The encapsulation of Advanced Streaming Format
(ASF) packets in RTP is proprietary. The description of
the ASF file, called ASF encapsulated in SDP, is proprie-
tary.

If  an  RTP packet  sent  over  UDP is  lost  it  can  be  re-
transmitted in WMS. Thus, the client will not wait for
expired RTP packets.As a result, it will not fall behind in
streaming if it loses some packets.

A forward error correction (FEC) scheme for RTP
packets is also supported for WMS.

A firewall can block ports and protocols that are used
by RTSP. This will result into failure of streaming if the
firewall exists between the client and server. This is gene-
tally found in home Internet gateways. In case of presence
of a built-in RTSP NAT, streaming is ought to fail.

RTSP needs to send multiple requests before the
streamed content can actually start playing. But, the client
can aggregate together these requests and pipeline them
over a single TCP connection.

2.3 HTTP v/s RTSP
If the content to be streamed is pre-encoded and end-to-
end delay is not a concern HTTP protocol can be used.
If the client runs a desktop OS and the stream is a live
broadcast, the end-to-end delay must be reduced. Here,
RTSP should be preferred over HTTP.

3  PROGRESSIVE STREAMING
The main problem with the mobile phones is that it does
not support progressive streaming. The player will wait
until the entire audio/video is streamed and then only it
starts playing. Normally mobile phones do not have
enough memory to save audio/video therefore the au-
dio/video that the mobile phone can stream and play
depends on the memory of the phone.
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Overview of Progressive Playback

One way to work around it  is  to divide the audio/video
into many small parts such that they can be easily saved
and then played on the mobile phones. This will also al-
low  progressive  streaming  by  sending  parts  of  the  au-
dio/video sequentially. For example consider an audio
file which is divided into n parts. The server will send
these parts sequentially to the mobile client. When the
mobile phone receives the first part it will play it then
when it receives the second part it will play only after the
first  part  is  done  playing.  Therefore  the  player  will  not
wait for the entire audio/video to be streamed.

The size of each part can be decided depending on the
mobile client, the memory available and the bandwidth of
the network. The file may be divided into more number
of parts, if serving to a client with low memory. The sys-
tem can be designed such that to download the initial
part, it will spend some time and start playing as soon as
done. While it is playing the first part, the consecutive
part is downloaded too and played at the right time.

4 AUDIO FORMATS

There are a number of audio formats available. The choice
of audio format depends upon two factors:  Quality of
service and Bandwidth required for sending audio.

These two factors are inversely proportional. Thus, there
is a trade off involved. For streaming over internet, to
avoid unwanted delays, the bandwidth required should
be kept minimum. But, reducing the bandwidth will low-
er the quality of audio. Thus, the aim is to obtain a good
quality stream that will take minimum bandwidth.

AMR codec:

AMR, or Adaptive Multi-Rate, is an audio data compres-
sion scheme used in speech coding. This open standard
format involves compressing of audio data to allow more
storage on voice files. Originally developed for GSM
(Global System for Mobile), a circuit-switched telecom-
munication system, it has now been adopted by most cel-
lular companies all over the world.

AMR operates on narrow-band signals (200-3400 Hz) at
eight different bit rates - 12.2, 10.2, 7.95, 7.40, 6.70, 5.90,
5.15 and 4.75 kb/s – which are based on frames contain-
ing 160 samples and are 20 milliseconds long. AMR is
optimized for link adaptation, which enables it to select
the best coding technique for better reproduction. The
coding techniques that AMR uses are ACELP (Algebraic
Code Excited Linear Prediction), DTX (Discontinuous
Transmission), VAD (Voice Activity Detection), and CNG
(Comfort Noise Generation). Hence the name Adaptive
Multi-Rate.

As AMR offers eight different bit rates, it can help during
network congestion improving the Quality of Service. It is
known for its robustness to loss of packets, bit errors and
is more immune to background noise

Advantages of AMR:

-AMR provides the best end-to-end solution to various
applications and its flexible bit rate enables error correc-
tion

-AMR can be used in multi-media applications after being
encapsulated in 3GP or MPEG-4 file formats

-AMR can easily be applied in low bit rate speech coding

-AMR has the most consistent performance across all ma-
jor languages

5  ISSUES IN PROGRESSIVE STREAMING
Following are the issues that are encounter by using the
progressive streaming algorithm that we suggested:
1. Loss of data during transmission
2. Size of the chunk in which the audio is cut
3. Static slicing of the audio vs. dynamic slicing of the
audio

First we will discuss the issue of loss of data during
transmission. Suppose the audio is cut into 10 parts and is
transmitted and while transmission some of the parts are
lost. Since this is progressive streaming we cannot request
for the lost part because then we will have to wait for the
audio part because that will take a lot of time and will
create a gap when the audio is played. Now we need to
compensate in some way for the last part or else there will
be an abrupt gap when the audio is played. We can use
interleaving along with an error concealment algorithm.
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What happens in interleaving is that the audio is divided
into very small chunks and then they are interleaved as
follows:

Therefore if one of the parts is lost there will not be a
long gap in the audio that is played. These small gaps can
be compensated by using an error concealment algorithm.

Another issue of upmost importance is the size of the
chunk in which the audio is cut. If the size is too small it
will create a lot of network traffic by sending an individ-
ual part per packet. Alternatively if the chunk size is too
large and if a part is lost during transmission then there
will be a long abrupt gap in when the audio is played.
Also the mobile phone may not have that much memory
to temporarily save an individual part of the audio file.
Therefore the size of the chunk should not be very small
neither should it be very long.

The last topic of concern is whether to adapt static slic-
ing of audio or dynamic slicing of audio. In static slicing
the audio will be cut beforehand and then it will be saved
in the database. Hence in static slicing when a request
comes in the chunks will be retrieved from the database
and then it will be streamed. Disadvantage of static slic-
ing is that the time required to retrieve each part may
exceed when the audio file is very large and is divided
into many small chunks. Another disadvantage is that
later if we want to change the chunk size then we will
have to retrieve all the chunks from the database and then
merge it and then again cut it according to the new size
and save it in the database. This will be a very time con-
suming task if the database contains a large amount of
audios  saved  in  it.  In  dynamic  slicing  the  audio  file  is
saved as a whole unit. So when a request for an audio
comes in the cutting of the audio is done dynamically.

6  MEDIA STREAMING PROTOCOL FOR REDUCING
FRAME ERRORS

The following three methods are used in media streaming
protocol to reduce frame errors:

1. Link-Layer Retransmission
In EGPRS there is an option of using Automatic Repeat

request (ARP). This ARP is used at the data link layer.
Therefore it enables us to create a reliable pipeline for
transmission of audio data over radio-link. The network
has the capability of choosing the maximum number of
retransmissions for each radio block. This number in
many practical applications is set to 3.

2. Dynamic Packet Assignment
EGPRS wanted to efficiently support bursty data there-
fore it provides a facility of dynamic packet assignment
(DPA). In DPA a link is assigned different channel dy-
namically which depends on the channel quality at the
receiver.  Initially each mobile is  assigned to a channel.  It
continues to use the same channel till M consecutive
blocks  error  occurs.  Here  M  is  a  constant  which  is  as-
signed to 2 in most of the cases. When M consecutive
block errors occur the mobile is reassigned to another
channel. DPA increases the capacity of the system there-
fore it offers better coverage.

3. Packet Shuffling
Shuffling or interleaving the frame and then transmitting
increases the effectiveness of the error concealment algo-
rithm. Shuffling and interleaving is done at the server
side or it can be done at some other intermediate node.
Reassembling of the frames takes place at the receiver and
after reassembling the frames are placed in the play out
buffer. This method helps in dispersing the effect of frame
burst error. The frame number should be included in the
frame so that we can hide the shuffling and interleaving
from the mobile device. This hiding is required so that
packet shuffling feature can be activated without chang-
ing the mobile. The shuffling technique is based on con-
volution interleaver which is defined by two interger pa-
rameters, N and B.

Let us take an example where N = 7 and B = 1. If T (k)
denotes the position at which frame k is transmitted, then
we have:
T (k) = k + (k mod N) NB
The order of transmission of the frames is 0, 8, 16, 24, 32,
40, 48, 7, 15, 23, 31, 39 etc .Using this technique two con-
secutive frames are separated by at least NB frames after
the shuffling.

Convolutional interleaving for N = 7, B = 1.

This technique is very effective in shortening gaps in
the received frame sequence that result from burst trans-
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mission errors. This technique also introduces a delay in
the transmission of some frames. The choice of interleaver
should provide a suitable trade-off between the frame
error spreading and the reduced buffer length.

7  STREAMING SERVER
The process of streaming can also be achieved by the use
of server side processing. Streaming servers such as Dar-
win Streaming Server, IceCast, Ampache process the au-
dio data available on the server to create a stream of data.

On request, this data can be made available to a mobile
client via different protocols including rtsp and http. The
client hardware needs to support rtsp protocol suite in
order to get served by an RTSP server.

8  STREAMING SERVER ARCHITECTURE
A streaming server is basically structured for a multiple
CPU platform that has the capability to provide support
to many concurrent media streams.
The design of the server is based on:
1. Efficiency
2. Reliability
3. Scalability

Figure above illustrates the server structure. The main
parts of the server are as follows:
1. Admission controller
2. Resource manager
3. Load balancer
4. Task pool
 There exists a task pool for each processor. Actual media
streaming is carried out by the task which is allocated to
the processor.

The main components of a task pool are as follows:
1. Disk manager
2. Network manager
3. Buffer manager
4. Message handler
5. Task manager

A service request by any user is handled as follows:
1. A listener basically listens to new service request. So
when it receives a new service request it passes it on to
the admission controller.
2. The job of the admission controller is to decide whether
to service the request or reject it. The decision is based on
the availability of system resources. A request will be ser-
viced only when there is enough resources available to
service it. The server has to base its decision on resource
availability because it has to guarantee quality of service
(QoS) to the existing user sessions.
3. The admission controller gets the status of the system
resources from the resource manager. The resource man-
ager maintains various data related to CPU usage, disk
bandwidth, network bandwidth and memory size. It is
the job of the resource manager to maintain latest infor-
mation for various system resources.
4. If the service request is admitted resource usage is up-
dated and the load balancer selects a processor to execute
the newly admitted request. The main job of the load ba-
lancer is to intelligently balance the load between differ-
ent processors.
5. The job of the task manager is to schedule the stream
request so that it meets its timing constraints.
6. When the server gets a request from the client it trans-
fers  a  fixed  size  media  from  the  disk  to  the  buffer  and
then analyses the stream and transfers the stream to the
network depending on the media rate.
7. Each packet in the server is associated by a timestamp
that denotes the time before which it must be transmitted
to  the  network.  The  local  timestamp  which  is  there  in
each packet is added to the system which then it is added
to the time-lined job queue where requests which are
sorted according to the final timestamps are kept.
8. The job of the scheduler is to examine the queue con-
stantly after a specific small time interval and to send the
media packets whose timestamps are within the current
scheduling period.

When the system capacity is exceeded by allowing exces-
sive number of system requests then the quality of service
may not be guaranteed. The admission control mechan-
ism in the streaming server should be very strict so that it
does not allow users in exceeding numbers which the
server cannot handle. The decision should be based on
the current resource availability at the server side. The
admission decision should be such that it does not deteri-
orate the QoS requirements of the clients which are al-
ready being serviced by the server. The admission control
mechanism does not only depend on the current system
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resource availability but it also depends on the resource
of the new request. The processor usage and disk access
bandwidth vary dynamically depending on the way that
the client behaves. It also depends on the underlying op-
erating system. But the resource requirements of a new
stream are known beforehand. Since the resource usage is
dynamic and depends on the operating system and the
user behaviors the resource usage table must also be dy-
namically updated. The updating of the resource tables is
done by the server. The information from this table is
used by the admission controller to admit new requests to
the system.
The criteria that are used for the resource availability are:
1. Processor usage
2. Memory capacity
3. Disk bandwidth
4. Network bandwidth

4  CONCLUSION

Playing audio files on mobile device should be achieved
through streaming as it will reduce the user waiting time
involved in downloading. The effect of streaming can be
achieved through progressive streaming that does not
involve a streaming server, which can also be used alter-
natively. AMR turns out to be the most suitable audio
format for streaming as it will require minimum band-
width with a good audio quality compared to other audio
formats. HTTP protocol can be preferred over RTSP as it
incurs less overhead. In case a streaming server is used,
various methods like link layer retransmission, dynamic
packet assignment, packet shuffling etc. should be used.
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